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Spiking Neural Networks

SNNs take into account the time of spike firing rather than simply

relying on the accumulated signal strength in conventional neural

networks, and thus offering the possibility for modeling time-dependent

data. The fundamental spiking neural model is usually formulated as a

first-order parabolic equation with many biologically realistic (i.e.,

internal) hyper-parameters. Thus, the performance of SNNs depends

not only on determining the neural network architecture and training

connection weights as well as conventional deep neural networks but

also on the careful tuning of these internal hyper-parameters.

Investigation from Dynamical Systems

Theorem 1 Given the initial condition 𝑢0 = 0, the dynamical system

led by one layer of LIF neurons is a bifurcation dynamical system, and

𝜏𝑚 is the corresponding bifurcation hyper-parameter.

Bifurcation Spiking Neural Networks

Theorem 2 If the bifurcation parameters 𝜆𝑖𝑗 are all great than 0, there

are at most 2𝑛−1 bifurcation solutions, where 𝑛 is the number of hidden

spiking neurons.

Experimental Results


